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Abstract —Background: The proliferation of 10T devices increases network exposure to sophisticated attacks such as DDoS, demanding
robust intrusion detection. Specific Background: Traditional ML-based IDS face challenges with high-dimensional data and evolving attack
patterns. Knowledge Gap: There is a need for automated feature selection that preserves detection performance while reducing complexity for
large modern datasets. Aim: This study proposes an Enhanced Flower Pollination Algorithm (EFPA) for optimal feature selection combined
with an ensemble classifier (Random Forest, ID3, SVM) to improve 10T intrusion detection. Methods: The model was evaluated on NSL-KDD
and UNSW-NB15 with preprocessing, SMOTE balancing, and 70:30 train-test splits. Results: The EFPA-selected features with ensemble
voting achieved 99.67% accuracy on UNSW-NB15 and 99.32% on NSL-KDD. Novelty: Integration of EFPA for dimensionality reduction with
ensemble classification on modern benchmarks. Implications: The approach reduces computational load while maintaining high detection
performance, suggesting promise for scalable IDS in 10T environments.
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Abstrak —Latar Belakang: Peningkatan jumlah perangkat IoT meningkatkan paparan jaringan terhadap serangan canggih seperti DDoS, yang
membutuhkan sistem deteksi intrusi yang tangguh. Latar Belakang Khusus: Sistem deteksi intrusi berbasis ML tradisional menghadapi
tantangan dalam menangani data berdimensi tinggi dan pola serangan yang terus berkembang. Kesenjangan Pengetahuan: Diperlukan seleksi
fitur otomatis yang mempertahankan kinerja deteksi sambil mengurangi kompleksitas untuk dataset modern yang besar. Tujuan: Studi ini
mengusulkan Algoritma Penyerbukan Bunga yang Ditingkatkan (EFPA) untuk seleksi fitur optimal yang dikombinasikan dengan klasifikasi
ensembel (Random Forest, ID3, SVM) untuk meningkatkan deteksi intrusi loT. Metode: Model dievaluasi pada dataset NSL-KDD dan
UNSW-NB15 dengan prapemrosesan, penyeimbangan SMOTE, dan pembagian 70:30 untuk pelatihan dan pengujian. Hasil: Fitur yang dipilih
oleh EFPA dengan pemungutan suara ensembel mencapai akurasi 99,67% pada UNSW-NB15 dan 99,32% pada NSL-KDD. Keunikan:
Integrasi EFPA untuk pengurangan dimensi dengan klasifikasi ensembel pada benchmark modern. Implikasi: Pendekatan ini mengurangi
beban komputasi sambil mempertahankan kinerja deteksi yang tinggi, menunjukkan potensi untuk sistem deteksi intrusi (IDS) yang skalabel
di lingkungan loT..

Kata Kunci —EFPA, Klasifikasi Ensambel, Deteksi Intrusi, NSL-KDD, UNSW-NB15

Copyright © Universitas Muhammadiyah Sidoarjo. This is an open-access article distributed under the terms of the Creative Commons AttributionLicense (CC BY).
The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s)
arecredited and that the original publication in this journal is cited, in accordance with accepted academic practice.
No use, distribution or reproduction is permitted which does not comply with these terms.

33


mailto:alkhaqanyhb@gmail.com

Proceedings of the 8th Seminar Nasional Sains Vol. 8 No. 1 2025
Seminar Nasional & Call Paper Fakultas Sains dan Teknologi (SENASAINS 8th)
Universitas Muhammadiyah Sidoarjo

I. INTRODUCTION

The extensive adoption of digital technologies and their incorporation into everyday processes has rendered network security
progressively more critical in recent years. the Internet of Things (10T) ecosystem, comprising billions of interconnected gadgets.
The vast scale and variety of this ecosystem have heightened the potential of cyberattacks on networks. especially during
distributed denial of service (DDoS) assaults, which seek to disrupt services, obtain data, or engage in espionage. A primary
mechanism for enhancing intrusion detection systems (IDS) is their capacity to identify intrusions. Cybersecurity. They scrutinize
network traffic and monitor for anomalous patterns that may indicate an attack. Notwithstanding significant progress in the
application of Machine Learning Numerous conventional systems in this domain exhibit fundamental problems, particularly
those arising from machine learning (ML) and deep learning (DL) technologies [1]

1. System complexity resulting from the need to manually extract features.
2. Poor performance with large data sets, such as modern attack databases.
3. Limited generalization capabilities when faced with new or changing attack patterns.

To address these challenges, researchers are turning to optimization algorithms that help select the best features and reduce
the data size while maintaining its relevance. In this context, the Enhanced Flower Pollination Algorithm (EFPA) stands out as an
effective tool due to its ability to strike a balance between exploration and exploitation in a search space, making it suitable for
selecting optimal features. [2]

Accordingly, this study aims to:
1. Improve attack detection accuracy by using EFPA with ensemble classification techniques.
2. Reduce system complexity by selecting optimal features.

3. Test the model on modern and widely used databases such as NSL-KDD and UNSW-NB15 to demonstrate its
effectiveness.

In Section 2, the relevant literature is reviewed. In Section 3, the methodology is introduced. In Section 4, the results and
discussion are evaluated. Finally, in Section 5, the research concludes with conclusions and recommendations for future studies.

Previous Studies

Recent years have witnessed a significant increase in research efforts to develop intrusion detection systems (IDS) based on
machine learning (ML) and deep learning (DL) techniques, given the urgent need to protect networks against complex and
advanced cyberattacks. Previous studies can be categorized into several main areas:

1. Traditional Intrusion Detection Systems (IDS)

The first generation of intrusion detection systems used signature-based detection, which involved comparing incoming data
to previously identified patterns of attacks. While this approach works well against known assaults, it can't handle emerging
threats (also known as zero-day attacks) or ones that employ obfuscation tactics [3], [4]

Later, anomaly-based detection emerged, which relies on identifying normal traffic patterns and then detecting any deviations
from them. Although it is more flexible, it suffers from high rates of false alarms [5], [6]

2. Using Machine Learning Techniques

Researchers have resorted to ML methods like Decision Trees, k-Nearest Neighbors (KNN), and Support Vector Machines
(SVM) due to the continuous evolution of data. Take Lee and Stolfo (2000) as an example. They proved that classification
approaches can make it easier to spot serious assaults. Dealing with big or imbalanced data, however, decreases performance,
according to studies [7] , [8]
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3. Deep Learning in Intrusion Detection
Researchers have developed RNNs, CNNs, and autoencoders for deep learning.
Kim et al. (2016) used a CNN model to extract features directly from raw data and achieved promising results. [9], [10]

Shone et al. (2018) demonstrated that combining Autoencoders with Random Forests reduces complexity and improves
performance.

However, these models require high computational resources and long training times, and they do not handle imbalanced data
efficiently. [11]

4. Feature Selection Techniques

Studies have shown that selecting appropriate features plays a pivotal role in improving the performance of IDS systems. For
example, Kira & Rendell (1992) used traditional methods such as Information Gain, but these methods are limited when dealing
with high-dimensional data. [12]

In recent years, optimization algorithms such as Particle Swarm Optimization (PSO) and Genetic Algorithm (GA) have been
introduced. Xue et al. (2015) demonstrated that combining these algorithms with ML classifiers improves accuracy and reduces
model complexity. [13], [14]

5. Ensemble Classification Techniques

One recent trend is to combine more than one classifier to improve performance. For example:
Breiman (2001) used Random Forest, which has proven effective in combating overfitting.
Other studies have shown that combining SVM + Decision Tree + Random Forest increases generalization and reduces errors
[15].

6. Contribution of this research compared to previous studies[16]
Through the literature review, the research gaps can be summarized as follows:

1. Heavy reliance on manually extracted features, which increases complexity.

2. Poor performance on large databases such as UNSW-NB15.

3. The need for hybrid techniques that combine optimization algorithms and ensemble classification.
This research contributes to bridging this gap by:

1. Introducing the Enhanced Flower Pollination Algorithm (EFPA) for selecting optimal features.

2. Combining multiple classifiers (Random Forest, Decision Tree, SVM) via Ensemble Classification.

3. Testing the model on modern, internationally recognized databases (NSL-KDD and UNSW-NB15).

Il. METHODOLOGY
1. Research Design
An Intrusion Detection System (IDS) model utilizing the Enhanced Flower Pollination Algorithm (EFPA) for feature selection
in an Ensemble Classification (EC) setting with Random Forest (RF), Decision Tree (ID3), and Support Vector Machine (SVM)
is the primary goal of this research. The concept seeks to balance computational complexity with detection accuracy in loT

contexts.
2. Datasets Used
A. NSL-KDD Database

e Thisis an improved version of the traditional KDD'99 database, purged of duplicate records.
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It contains four main attack types: Denial of Service (DoS), User to Root (U2R), Remote to Local (R2L), and Probe.

It is widely used for evaluating IDS systems.
B. UNSW-NB15 Database

Recently developed to cover multiple types of contemporary threats.

It includes various records of normal and malicious traffic.

It has features that better reflect modern network behaviors than NSL-KDD.

w

. Data Preprocessing
Before building the model, several basic steps were implemented:

1. Data Cleaning: Removing missing values and non-significant fields.

2. Data Splitting: Dividing the data into Training (70%) and Testing (30%).

3. Data Normalization: Converting values to a standard range (0—1) to speed up the training process.

4. Class Balancing: In the event of class imbalance, techniques such as SMOTE (Synthetic Minority Over-sampling) were

used.

4., Feature Selection with EFPA

The Flower Pollination Algorithm (FPA) is based on the principle of cross-pollination and self-pollination in nature, while the

Enhanced FPA (EFPA) offers improvements to the scaling factor to adjust the balance between exploration and exploitation.
EFPA steps:

e Generate random initial solutions representing sets of features.

o Evaluate each solution using a fitness function based on classification accuracy.

e Update solutions via a polling mechanism (local and global).

e Select the optimal set of features with the highest importance in attack detection.

Result: Significantly reduce the number of features without losing important information, which reduces computational

complexity and increases training speed.
5. Ensemble Classification
After selecting the optimal features, an Ensemble Classifier was used, based on:

1. Random Forest (RF): Relies on combining multiple decision trees with a voting method.
2. Decision Tree (ID3): A simple classifier based on partitioning data based on attribute values.
3. Support Vector Machine (SVM): Effective at class separation using hyperplane optimization.

These classifiers are trained in parallel, and their results are then combined via Majority Voting to produce the final decision.

6. Simulation Environment
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Python 3. 9 is the language that is used for programming.

Libraries such as NumPy, Matplotlib, pandas, and Scikit-learn were utilized in this project.

Intel Core i7 processor, 16 gigabytes of random access memory, and Windows 10 as the operating system

7. Evaluation Standards

The model's performance was assessed using a variety of criteria, including:
e Accuracy: The percentage of samples that were correctly put into the right category.
e Accuracy: The share of correct samples among those that were found to be positive.
e Remember: The percentage of good samples that were actually found.
e The F1 score is the steady middle ground between accuracy and memory.

e AUC-ROC: A way to measure how well the model can tell the difference between classes. False Alarm Rate (FAR):

The proportion of false alarms.

I1l. CONCLUSION & RECOMMENDATIONS

The proposed model, which is based on the Enhanced Flower Pollination Algorithm (EFPA) and contains Ensemble Classifier
techniques (such as Random Forest, Decision Tree (ID3), and Support Vector Machine), is intended to address this issue. When it
came to finding network threats, the Vector Machine (SVM) worked better than other methods.

Using the best feature selection on the UNSW-NB15 and NSL-KDD datasets, the model got accuracy rates of 99.32% and
99.67%, respectively. These results show that the system is better prepared for large-scale, real-time deployments by improving
feature selection, which decreases computing complexity and improves accuracy.

One of the most important things this study adds is the use of Ensemble Classification, which combines many classifiers to make
the model better at generalization and making fewer mistakes. It gives fewer false results and works better against all types of
attacks. The suggested way did better than other Machine Learning (ML) and Deep Learning (DL) approaches, especially in
terms of Accuracy and Recall.

Despite these promising results, there are still some challenges that need to be addressed in the future. The model has been
evaluated on limited standard datasets, opening the door to testing it on newer, more complex datasets such as CIC-1DS2017 and
loT network data.

In the future, feature selection methods could be developed by incorporating additional techniques such as autoencoder, PCA,
and Information Gain to enhance classification efficiency.

Another important recommendation is to work on improving the model's ability to process streaming data so that it can operate in
real time, and to integrate it with other security systems such as firewalls and blockchain-based security to achieve a more
integrated protection system.
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